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Motivation: Soft Error
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Silent Data Corruption (SDC)
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Software Solutions

Software protection techniques are
more flexible and cost-effective!
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Impactful Errors



Existing Works

* Prunin
Problem

"Y'+ They all focus on single input of a program!
" e e Default reference input

* Heuristics-based error estimation

* e.g. ‘
IChaHengeI

* Systet ) : :
State Space epr05|on in the program input space
* e.5. . - - - . .



Our Goal

* Bound SDC probability of a program across multiple inputs

SDC-bound input

e H |gh accuracy o O O Find the program
O input with highest
0O OO O @) SDC probability
. . . O
* High efficiency O

Input
* In an automated way nput space of a program



Initial Study
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Our Approach: Overview

 Find t|J Cha”enge #1 Il' that ovariitec tho

Need to conduct extensive fault injection simulations I

vulne for every instruction to assign the score
l e—— | ctic Engine
thus obtaining higher SDC probability Pruing Fl Space T S -
[Challenge #2] s e souann
* Ass

Need to know SDC probability to compare candidate |-

nput

. Us inputs to make optimization decisions by GA

* Find the SDC-bound input!
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Challenge

* Fuzz for small Fl input

Small workload yet equal code coverage

FI simulations becomes fast

* Avoid Fl simulations for all instructions

Reduce Fl space by applying pruning

Use static dataflow dependency analysis

 Static dataflow dependency analysis

Instructions within same static data dependency

shows similar SDC probabilities

e.g., avg Fl space reduced to 49%

1: Deriving SDC Score

Program Source Code

B,

Fuzzing for Small FI Input

-

SDC-Bound Input

Pruning Fl Space
(Static Analysis)

Input

_—

°

Fl Simulation

Analysis of SDC Sensitivity

BB167

Distribution

Genetic Engine

Generated

Input
O

Fitness Evaluation
(Dynamic Analysis)

SDC Dynamic Fuzzing for
Scores SDC-Bound Input
Peppa-X Workflow

21008 SSaU}I4

%168
%169

%171

Toad 132*Fk 0
add nsw i32 %168,

1 oo

icmp eq i32 %169...

; ID1562; SDC: 0.8%
; ED1563; SDC: 0.4%

; ERESESRSPENTH 00

Code Example of Pruning Fl space in CoMD

Pathfinder

Needle

Particlefilter

CoMD

Hpccg Xsbench

FFT

Avg

25.49%

51.40%

46.35%

58.44%

58.69% 49.22%

55.64%

49.32%

Fl-space pruning ratios




Challenge #2: Fitness Function in Fuzzing

Avoid repetitive statistical Fls to rank each generated

candidate input by GA
* Assign score to each static instruction

* Conduct Fl simulations to only those instructions

from pruned Fl space.
e Accumulate scores of executed instructions during program

execution

* An estimate for SDC probability of a program input
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Experimental Setup

* Inject faults to calculate SDC probability of each
random input

u Graph Problem

4

= Machine Learning

inear System Solver
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Evaluation: Accuracy
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Conclusion

* Peppa-X finds inputs that have much higher SDC probabilities than
Baseline at the time budgets of selected generations
* e.g., Xsbench: 37.9% by Peppa-X while only 0.7% by Baseline

W Peppa-X # Baseline

(f) Xsbench (g) FFT




Accuracy
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Evaluation: Accuracy

Each dot represents an input
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 Arandomly sampled input leads to higher
SDC probability
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cultto aseline to d SDC-bound Heat Maps of SDC vulnerability distribution in the input
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Evaluation: Efficiency

60%

* What if we let baseline run for 5x £ sox ?
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saturated Conclusion htions

Baseline is still unable to perform as good as Peppa-X




Use Case: Stress Test Selective Inst. Duplication

* Only a small amount of instructions being

responsible for majority of SDCs

* Duplicate only those instructions by applying 0-1

knapsack

* Cost = performance overhead of an instruction if

duplicated

* Benefit 2 SDC coverage by that duplicated instruction

Instruction Duplication



Use Case: Stress Test Selective Inst. Duplication

* Run the protection with default reference

100%
input and get expected SDC coverage 80% I I

\_
R
RN
AN\

* Run the protected program with SDC-bound 0%

input ?

« Inject faults W _Conclusion

M Expected Coverage # Actual Coverage

action level (Y-Axis: SDC Coverage,
Benchmarks)

* Protection is compromised!
* Avg expected coverage is 96.63%

* Measure ac

e Avg actual coverage is only 38.02%



Conclusion

* Peppa-Xis both accurate and efficient to identify SDC-bound inputs
* Only one time cost for Fl simulations
* Leveraging static and dynamic analysis

* Baseline cannot find such SDC-bound inputs even with 5x more search time
* Need extensive Fl simulations to evaluate each random input

* Not practical as Fl takes long time!

e Ourtool is open-sourced: https://github.com/hasanur-rahman/Peppa-X
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